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Abstract—A regulatory framework such as the GDPR suc-
ceeds in (i) providing clarity about the nature and the reach
of fundamental rights to data privacy and the sovereign
role of the data subject, (ii) raising broader awareness of
the substantial impact of large-scale, contemporary software-
intensive data processing operations on these rights and
freedoms, and (iii) creating urgency and imposing gravity, by
forcing organizations to take these rights and fundamental
principles seriously in a proactive manner.

However, regulatory frameworks lack clarity on how
these concerns are to be enacted. For example, guidance is
lacking on how software should be constructed to consider
these data protection principles by design and by default. In
this paper, we argue how the direct translation of the GDPR
data protection principles into design or code falls short in
the context of contemporary software systems, which are
both more dynamic and nature and rely on an increasing
number of complex inter-organizational collaborations. This
means that in such a system, data protection decisions cannot
be ‘hard-coded’ but will have to be decided at run time.
In addition, we provide an overview of promising existing
approaches that contribute to the accomplishment of these
fundamental data protection principles at run time.

Index Terms—privacy by design, data protection, GDPR,
compliance, legal

1. Introduction

The General Data Protection Regulation (GDPR) [1] has
introduced Data Protection by Design and by Default as
key principles to incorporate in data processing operations.
These principles have far-reaching consequences on the
design and development of software systems, as they
impose a wide range of obligations on the processing of
personal data, the purposes for which it can be processed,
the handling of data subject requests, etc.

Common interpretations of these data protection princi-
ples focus on a translation of the encompassed obligations
into requirements to implement in code or design. Such
approaches meet these principles by directly translating
them into code and implementation artifacts that directly
enforce them in the resulting software product, and many
proposals in the literature such as UML extensions and
requirements approaches follow this path [2]–[13].

These types of approaches effectively hardcode the
data protection decisions up front in the design or im-
plementation of the software system. However, many

of these decisions can only be made at run time and,
hence, require solutions that, while instantiated in the
design or implementation, only make the actual data
protection decisions at run time. For example, while the
implementation of a software product could encode that any
personal information entering the system requires consent,
a more natural approach is to decide at run time which
types of data processing operations can occur, taking into
account the consent decisions of the user more dynamically.
Furthermore, as data subjects can revoke consent at any
time, the system cannot rely on it up front. Instead, the
system will need to perform a check at run time to ensure
consent has not been revoked.

Furthermore, there are numerous cases where the
requirements are inherently dynamic. For example, an
appropriate implementation of the principle of storage
limitation may rely on flexible criteria to be met in the
future to determine if the data should no longer be kept.
Another example is when integrating with third parties,
for providing services to some users, and, hence, requires
an additional notice to those data subjects when their
information would be communicated to those third par-
ties. Comprehensively addressing the GDPR’s obligations
requires approaches that can make decisions at run time
to enforce the relevant data protection principles.

In this paper, we: (i) argue why the dynamic and
complex nature of contemporary development practices
and software services can make exclusively relying on
static up front enforcement of the GDPR obligations
suboptimal; (ii) provide an overview of existing approaches
and how these approaches support and enable our vision.
(iii) discuss the advantages and disadvantages of enforcing
data protection decisions at run time instead of up front.

This paper is structured as follows. Section 2 first
provides some background on the GDPR’s data protection
principles and the state of the art in compliance engineering.
Section 3 motivates the paper from an example application.
Section 4 provides an overview of the different approaches,
the GDPR principles to which they contribute, and whether
they encode enforcement decisions up front or at run time.
Section 5 discusses the advantages and disadvantages of
addressing data protection at run time. Finally, Section 6
concludes the paper.

2. Background

Section 2.1 first outlines the data protection principles
of the GDPR. Next, Section 2.2 presents the current state
of the art in approaches aimed at attaining compliance
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by design in the early stages of software development
(requirements, architecture, and design).

2.1. Data Protection Principles

This section briefly presents the data protection prin-
ciples as outlined in Art. 5 of the GDPR [1]. For a
more elaborate description of these principles and their
interpretations, we refer the reader to the GDPR [1] and
the relevant guidelines [14]–[17].
Lawfulness, fairness, transparency Ensuring valid law-

ful ground, such as consent, is obtained for the pro-
cessing, including the relevant additional constraints.
For example, consent has to be specific, informed,
voluntary, etc. Furthermore, for transparency, the data
subject must be adequately informed about the data
processing operations.

Purpose limitation Specifying a specific purpose for the
processing and ensuring any further processing of
personal data is compatible with the purpose specified
when collecting the personal data.

Data minimization Only collect and process the minimal
amount of personal data that is necessary for the
processing purpose.

Accuracy Ensure that personal data are accurate and kept
up to date. Any inaccurate personal data can be
corrected or removed.

Storage limitation Personal data is only kept in an iden-
tifiable form as long as is necessary for the purpose
of the processing.

Integrity/confidentiality Personal data needs to be pro-
cessed in manner to ensure integrity and confidential-
ity of the personal data.

Accountability The controller is responsible for the data
processing and able to demonstrate compliance with
the provisions of the GDPR.

2.2. State of the art in compliance engineering

We highlight a number of approaches that take place
in the early stages of development and lead to a static,
hard-coded treatment of data protection principles.

2.2.1. Translation of legal obligations to requirements.
These approaches rely on the analysis of legal texts to
extract requirements for a software system that have to
be realized. These requirements are then integrated in
the requirement corpus of the system and addressed in
subsequent development steps.

• Models and languages for capturing and translating
legal obligations into requirements [18]–[20]

• Legal texts in requirements engineering [21]

2.2.2. Verifying compliance of a system against the
GDPR. Data protection impact assessment (DPIA) ap-
proaches [4], [22], [23] involve extensive reasoning about
legal obligations at the basis of legal abstractions, typically
encoded in models. These models can subsequently be
analyzed to assess and identify problematic data processing
operations. Apart from providing support towards organi-
zational and legal mitigations, they as such contribute to
the identification of system requirements.

These analysis approaches commonly rely upon model-
based representations of the data protection principles,
either as separate modeling abstractions [2]–[4], [12],
[13], or as extensions, such as UML profiles, on existing
modeling languages [5]–[11].

2.2.3. Enforcement of legal requirements in software
design. Not starting from the GDPR, but from system
descriptions instead are the approaches to elicit legal
requirements. These approaches rely on some knowledge
base or repository of problematic patterns in a software
system that can pose a privacy problem (e.g., privacy
patterns). The systematic analysis of a system model can
subsequently assist in identifying all these problematic
situations and suggest appropriate countermeasures to
prevent them from occurring.

Because of the limited information in such system
description models to support the analysis for privacy
problems, several proposals in the literature introduce exten-
sions to these models with additional privacy information
in support of more extensive analyses [24]–[26].

Privacy engineering approaches [10] advocate address-
ing these requirements in the development life cycle, by
adopting privacy design strategies [27], [28], augmenting
design models [29], considering data protection principles,
such as data minimization [30], during development, and
adopting and implementing privacy patterns [31] and
privacy-enhancing technologies (PETs) [32], [33].

3. Motivation

The software industry has evolved from a product-
oriented into a service-based economy, and, as a con-
sequence, contemporary software systems are dynamic,
complex, and distributed software systems. As such, these
systems dynamically engage in inter-organizational data
transfers, and these come with important and relevant data
protection implications. This section introduces an example
of such an application and motivates the importance of
enacting the data protection principles at run time.

This example is representative of the operational reality
of a Belgian Software-as-a-Service (SaaS) B2B provider of
a document generation and delivery service to companies
(customer organizations). As depicted in Figure 1, this ser-
vice accepts raw data batches from customer organizations,
uses this raw data to generate PDF documents (e.g., invoices
and pay slips) in an automated fashion, and finally, initiates
the delivery of these documents to the intended recipients
(e.g., customers or employees) via a plethora of delivery
channels: integrated into online banking applications (for
the delivery of invoices), via postal mail, email, etc.

Organizations that rely on the service only need to
provide a template and the appropriate raw data, which are
then used by the service to generate the PDF documents
and deliver them to the end users by a certain deadline.

From the point of view of the SaaS provider, and
given the flexibility in scheduling and processing these
large document generation jobs, considerable cost savings
can be obtained by frequently re-evaluating the pricing
and performance properties of different cloud providers
in order to choose the most optimal solution. As such,
the actual document generation processes are performed
at various cloud platforms (IaaS or PaaS providers such
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Figure 1. Graphical depiction of the document processing service in
its context of a wider inter-organizational and dynamic ecosystem of
software-based services

as Amazon AWS or Google AppEngine) in a dynamic
multi-cloud manner. In a similar manner, data storage and
persistence is accomplished through a mix of on-premise
and cloud storage resources.

It is clear that the data processed by the document
processing service is to be considered personal informa-
tion, as it contains identifying information of recipients
(for example, required for addressing), but also financial
information (in pay slips) and information about activities
and services rendered (in invoices and pay slips).

As a consequence, the main data controller (the cus-
tomer organization that outsources the document generation
and delivery) will be required to implement the data
protection principles, for example to ensure that access
to data is controlled, that no more data is collected and
disclosed than necessary for the purpose of the activities
(purpose limitation), that the data is not kept longer than
absolutely necessary (storage limitation), etc.

However, the enactment and implementation of these
principles purely in a constructive software design context,
e.g., during the implementation of the document processing
service, will not be sufficient, as the document processing
service provider itself, at construction time, will be unaware
of the different delivery channels and the different cloud
providers it will use to accomplish the overall service.
Indeed, support for different delivery channels may be
added later, and customer organizations may prefer certain
channels to deliver the documents. Furthermore, even
changes external to the system such as the invalidation
of the EU-US Privacy Shield [34] can have important
implications in terms of which third parties this data can
be shared with. In this case, their geographic location and
the existence of other safeguards needs to be considered.

The above implies that the enactment of these principles
partially will need to shift away from the development
to the operational context of the system so that decisions
regarding these principles can be made with recent and
up-to-date information. For example, we can envision
that the list of concerns typically taken into account and
established in contract during service negotiation with the
various involved cloud providers (performance, availability,
pricing) will have to be extended with clauses about data
protection. The selection of a suitable service provider
will be required to also take into account, for example,
the geographic location of the cloud provider, the data
protection control mechanisms it offers, the guarantees it
provides about operational security and data retention.

The next section will look into a wide range of data

protection approaches to assess to which extent they can
be applied in such a runtime context.

4. Overview of data protection approaches

A wide range of approaches can be applied in support
of the GDPR’s data protection principles. First, Section 4.1
revisits the data protection principles from Section 2.1
to describe the interpretation of meeting these principles
at design or runtime. Next, Section 4.2 discusses the
taxonomy of the categories of runtime approaches and
to which data protection principles they contribute.

4.1. Design and runtime data protection principles

For each of the data protection principles of Section 2.1,
this section discusses the distinction between addressing
them at design or at run time.
Lawfulness, fairness, transparency

Design This entails determining the lawful grounds
and transparency obligations upfront and in a static
manner. Any changes such as revoked consent, or
differences in the processing of personal data have
to either be considered and implemented in the
system upfront or require manual intervention of
the organization afterwards.

Runtime The runtime approach entails dynamically
considering the preferences of individual users
and, for transparency, dynamically selecting which
information needs to be communicated to specific
data subjects.

Purpose limitation
Design The purposes of the different processing

operations are determined and fixed upfront. It is
not possible to add or change purposes because it
is not possible to determine if these are compatible.

Runtime This system is able to determine at run time
whether the use of certain elements of personal
data for a specific purpose are compatible with the
purpose of collection and is able to dynamically
select only those data elements for which purpose
compatibility is met.

Data minimization
Design This involves determining the minimal

amount of data that is needed for the processing
operations. Any differences between types of users
have to be considered and implemented upfront.

Runtime The system is able to determine the minimal
amount of data that is used for each individual data
subject at run time depending on the use of different
functionalities of the system by the data subject.

Accuracy
Design The design time consideration of accuracy

either requires a direct translation to a functional
requirement in the system that enables data subjects
to alter their personal information or offloads these
requests to the organization to manually resolve
these issues.

Runtime For some types of data the system could
determine at run time that they are no longer correct
(e.g., email messages are undeliverable) and correct
these data entries accordingly.
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Storage limitation
Design The time period for how long data needs to

be stored is decided upfront; fixed data retention
policies are implemented.

Runtime The duration of storage can be determined
dynamically for each data subject and data item,
and the system can respond by automatically remov-
ing data that should no longer be stored. A dynamic
and individual retention policy is supported in a
flexible data management system that decides on a
per-data-subject basis.

Integrity/confidentiality
Design The selection and integration of fixed security

countermeasures, such as encryption, to protect the
confidentiality of data.

Runtime The system can apply certain countermea-
sures automatically. For example, access control
mechanisms determine at runtime if some user
should be able to access certain personal informa-
tion, and this access control logic can change as
access control policies are modified, or at the basis
of more dynamic conditions (e.g., only when there
is uncertainty about the identity of a user, a multi-
factor authentication policy can be dynamically
enabled for stronger guarantees about the identity).

Accountability
Design Design-time accountability approaches focus

on the ability demonstrate compliance artifacts from
a design perspective, e.g., static privacy policies
or data protection impact assessment reports. Ac-
countability at design time means that the involved
organization can rely upon sufficient design and
process documentation to showcase it has taken a
data protection-by design approach.

Runtime These ensure that the system can contin-
uously demonstrate its compliance through, for
example, secure logs and auditing. Run-time ac-
countability refers to the capability of a system
to keep track of individual interactions, and has
the ability to provide evidence (e.g., from audit
logs) that it has behaved in accordance with data
protection principles.

4.2. Categories of approaches

This section describes the result of an exploration of
the different approaches that can be applied to address
the GDPR’s data protection principles at runtime. The
approaches are categorized in a bottom-up fashion by
grouping similar types of approaches together based on
shared mechanisms (e.g., policies, monitoring), or ele-
ments they affect (e.g., data or user interaction). For each
approach, the coverage of the different data protection
principles is described (both design and runtime) using the
interpretations outlined above. Table 1 shows the resulting
overview of these technologies and the principles to which
they contribute. Each of the categories are discussed in
more detail below.

4.2.1. User Preferences. These solutions are applied in
the system at the point of interaction with the data subjects.
They primarily focus on: These technologies focus on the

interaction with the user, considering: (i) lawfulness, by,
for example, ensuring consent has been obtained from the
data subject, (ii) transparency, by clarifying the impact
of sharing certain data to the data subject, and (iii) data
minimization, by informing or nudging the data subject to
share less personal information.

4.2.2. Data management. Data management techniques
focus on the manipulation of the collected or processed
data to meet the principles. These techniques primarily
contribute to data minimization by: (i) limiting the col-
lected data upfront, (ii) processing the data to remove
identifying information, and (iii) limiting the information
that is revealed when using the data. They also contribute
towards (i) storage limitation, by supporting the deletion
of personal information that is nog longer needed, and
(ii) confidentiality and integrity, by encrypted the transfer
and storage of personal information.

4.2.3. Policies. Policy technologies cover a wider range of
applications, ranging from end-user privacy policies, such
as P3P [48] to application-layer purpose-based access con-
trol systems [54]. Policy technologies address the following
principles: (i) lawfulness, fairness, and transparency, by
communicating privacy policies to end-users and enforcing
processing is compliant with end-user restrictions (e.g.,
consent); (ii) purpose limitation, by enforcing any further
processing is compatible with the purpose of collection
by restricting access to compatible processing operations;
(iii) data minimization, by limiting the information that
has to be provided by data subjects for access control,
(iv) storage limitation, by automating the deletion of data
when certain criteria are met, (v) integrity and confiden-
tiality, by enforcing access control when personal data is
accessed in the system.

4.2.4. Monitoring. Monitoring technologies primarily sup-
port the transparency principle by tracking the processing
operations and making this information available to data
subjects. Monitoring can also be used as a mechanism
to detect violations against the other GDPR principles
at runtime. One technology explicitly designed for the
purpose is the minimization monitoring [57], although
other monitoring mechanisms as part of, for example a
purpose-based access control system, could analogously
be used to detect violations against other principles such
as purpose limitation or confidentiality.

5. Discussion on the advantages and disadvan-
tages of run-time enactment of data protection

The previous section provided an overview of how
key data protection principles can be enacted by a system
during its run time, as opposed (and complementary) to
the more static, by-design implementation of these data
protection principles, e.g., during requirements elicita-
tion, architecture design or implementation. This section
discusses the advantages and disadvantages of run-time
decisions to enforce data protection principles in software
systems. The discussion starts with the problems of a
design-time encoding of data protection decisions and how
the run-time enforcement can resolve these problems. Next,

4



TA
B

L
E

1.
O

V
E

R
V

IE
W

O
F

E
N

A
B

L
IN

G
T

E
C

H
N

O
L

O
G

IE
S

A
N

D
T

O
W

H
IC

H
D

A
TA

P
R

O
T

E
C

T
IO

N
P

R
IN

C
IP

L
E

S
T

H
E

Y
C

O
N

T
R

IB
U

T
E

.

C
at

eg
or

y
La

w
fu

ln
es

s,
fa

ir
ne

ss
,

P
ur

po
se

D
at

a
A

cc
ur

ac
y

St
or

ag
e

In
te

gr
ity

&
A

cc
ou

nt
ab

ili
ty

Te
ch

no
lo

gy
an

d
tr

an
sp

ar
en

cy
lim

ita
tio

n
m

in
im

iz
at

io
n

lim
ita

tio
n

co
nfi

de
nt

ia
lit

y
D

R
D

R
D

R
D

R
D

R
D

R
D

R

U
se

r
P

re
fe

re
nc

es
In

fo
rm

ed
pr

iv
ac

y
se

tti
ng

s
[3

5]
#

 
#

#
#

G#
#

#
#

#
#

#
#

#
C

on
se

nt
M

an
ag

em
en

t
Pl

at
fo

rm
s

[3
6]

–[
38

]
#

 
#

#
#

#
#

#
#

#
#

#
#

 
Pr

iv
ac

y
nu

dg
es

[3
9]

–[
42

]
#

G#
#

#
#

G#
#

#
#

#
#

#
#

#

D
at

a
M

an
ag

em
en

t
D

at
a

m
in

im
iz

at
io

n
[2

4]
#

#
#

#
 

#
#

#
#

#
#

#
#

#
D

e-
id

en
tifi

ca
tio

n
[4

3]
#

#
#

#
 

#
#

#
#

#
#

#
#

#
D

iff
er

en
tia

l
pr

iv
ac

y
[4

4]
#

#
#

#
#

 
#

#
#

#
#

#
#

#
L

oc
al

di
ff

er
en

tia
l

pr
iv

ac
y

[4
5]

#
#

#
#

#
 

#
#

#
#

#
#

#
#

C
om

pl
ia

nt
da

ta
ba

se
[4

6]
#

#
#

#
#

#
#

#
#

 
 

#
#

 

Po
lic

ie
s

P3
P

[4
7]

,[
48

]
 

 
G#

G#
#

#
#

#
#

#
#

#
G#

#
E

nt
er

pr
is

e
pr

iv
ac

y
po

lic
ie

s
[4

9]
#

 
#

 
#

G#
#

#
#

 
#

G#
#

#
St

ic
ky

po
lic

ie
s

[5
0]

–[
52

]
#

G#
#

 
#

#
#

#
#

#
#

G#
#

#
A

cc
es

s
C

on
tr

ol
(D

at
a

U
se

r)
[5

3]
,[

54
]

#
#

#
 

#
#

#
#

#
#

#
G#

#
#

A
cc

es
s

C
on

tr
ol

(D
at

a
Su

bj
ec

t)
[5

5]
#

 
#

#
#

G#
#

#
#

#
#

#
#

#
Pr

iv
ac

y
A

PI
[5

6]
#

 
#

 
#

#
#

#
#

#
#

#
#

#

M
on

ito
ri

ng
M

in
im

iz
at

io
n

m
on

ito
ri

ng
[5

7]
#

#
#

#
#

 
#

#
#

#
#

#
#

#
L

og
gi

ng
[5

8]
–[

60
]

#
 

#
#

#
#

#
#

#
#

#
#

#
 

W
or

kfl
ow

au
di

tin
g

[6
1]

#
 

#
#

#
#

#
#

#
#

#
#

#
 

Le
ge

nd
:

D
de

si
gn

tim
e

de
ci

si
on

,
R

ru
nt

im
e

de
ci

si
on

,
 

pr
im

ar
y

pr
in

ci
pl

e
th

e
te

ch
no

lo
gy

co
nt

ri
bu

te
s

to
(n

ot
ne

ce
ss

ar
ily

co
m

pl
et

e
so

ot
he

r
te

ch
no

lo
gi

es
ca

n
st

ill
be

re
qu

ir
ed

),
G#

ot
he

r
pr

in
ci

pl
es

th
e

te
ch

no
lo

gy
ca

n
co

nt
ri

bu
te

to
.

5



some of the disadvantages and complications of run-time
enforcement are discussed.

5.1. Advantages

One of the primary advantages of run-time decisions is
that it allows addressing the data protection requirements
that can simply not be met by making the decisions upfront.
An example of this problem is when the processing of
personal data relies on consent of the data subject. While
it is possible to assume upfront that such consent has been
provided, the fact that a data subject may revoke consent
at any time may cause such processing to no longer be
lawful. Systems in which consent is checked at run time
before any processing occurs can readily take this change in
consent into account and adjust the processing of personal
information accordingly.

Another advantage of run-time decision-making is
that aligns better with contemporary software services
which frequently rely on third party service providers for
infrastructure, storage, or computing. Given the dynamic
pricing of these services, considerable cost savings can
be obtained by automating the selection of these services
based on their dynamic prices. Such a dynamic context
implies changes to the running system with important
data protection implications. For example, the system
could determine the appropriate privacy notices at runtime
and customize them to the actual situation instead of a
blanket statement describing the worst case of relying
on all the different service providers. In addition to the
changes in service providers, modern cloud deployments
also introduce issues of data locality as personal data can
not readily be transferred across borders. Depending on the
location of the organization and the data subject, additional
restrictions may apply to these transfers which have to be
taken into account by the system.

Furthermore, by addressing data protection principles
at runtime, several obligations from the GDPR can be auto-
mated. There are several examples of this: (i) the removal
of information that is no longer need (data minimization);
(ii) checking whether processing for a certain purpose
is permissible (purpose limitation); (iii) the detection of
inaccurate information such as email address (accuracy);
and (iv) continuously demonstrating compliance through
auditing and logging, and making this information available
to data subjects (accountability).

A final advantage is that addressing the principles at
runtime enables the system to adapt to meet the restrictions
and obligations for each individual subject. Instead of
designing the system for different types or categories of
users, it can adapt the processing to the preferences for
every individual user.

5.2. Disadvantages

There are also a number of disadvantages to the runtime
approaches. Three are discussed in more detail below.

One disadvantage is the limited coverage of the data
protection principles. As Table 1 illustrates, not all princi-
ples have extensive support available to address them at
runtime. Furthermore, even for the supported principles, the
coverage of the runtime technologies focusses on specific
aspects such as, for example, consent, but addressing

consent at runtime is insufficient for meeting all the
obligations of lawfulness, fairness, and transparency.

Another disadvantage is the need for monitoring. As
the decisions are no longer made by a human upfront,
the application of the runtime techniques requires the
instantiation of monitoring and logging mechanisms as
a safeguard to identify and remediate in case suboptimal
or incorrect decisions are made. Some techniques already
directly provide such functionality (e.g., auditing to demon-
strate compliance for accountability).

Addressing data protection principles at runtime can
introduce additional overhead and complexity in the sys-
tem. For example, additional logging functionality in the
database system for accountability introduces a perfor-
mance cost [46], the runtime checking of purpose compat-
ibility requires detailed encodings of processing purposes
(for example, from the Data Privacy Vocabulary [62]) to
able to determine purpose compatibility at runtime.

5.3. Final remarks

The problems with the static upfront encoding of
data protection concerns were identified by Koops and
Leenes [63] in an earlier draft of the GDPR. They exten-
sively discussed the problems with encoding the GDPR’s
privacy requirements in software, highlighting similar
problems with the encoding of requirements. Their example
on “data removal seven years after contract expiration”,
illustrates well how certain types of requirements can only
be met at runtime and cannot be ‘statically hardcoded’.

They also identify the dynamic and fluid nature of
many legal norms. While simple rules can be readily
translated into a software implementation, more complex,
open, contextual rules are problematic. This issue re-
occurs in the context of purpose limitation in which the
implementation has to make the determination whether
certain purposes are compatible. While the enforcement
at runtime does not solve these problems, the reliance
on updatable data structures of purposes, such as, for
example, the Data Privacy Vocabulary [62], can assist in
assessing the compatibility of encountered purposes and
enable the system to adapt to changing legal contexts
without requiring costly reimplementations.

6. Conclusion

The motivation for this paper stems from the realistic
example of a modern Software-as-a-Service (SaaS) doc-
ument generation and delivery service. This application
illustrates the problems of any approach that involves
directly translating the GDPR data protection principles
into static implementation (requirements, design, code).
The main cause is that for many contemporary systems,
important decisions are still to be made after initial
development, at run time. In the case of the document
generation and delivery service, it is part of a wider inter-
organizational ecosystem of software-based services, and
not all parties and services are known at design time, as the
system is capable of autonomously selecting, for example,
a delivery service at the basis of dynamic criteria such as
cost. When making such dynamic selections, it is necessary
to consider data protection concerns at run time, exactly
because the information to make such decisions is not
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available up front. This was illustrated in the motivating
example, in which the dynamic selection of delivery, cloud
storage, and processing services makes it impossible to
make these decisions up front.

With this in mind, we have conducted an in-depth
exploration and comparison of the differences between
approaches that enact the core data protection principles
at design- and at runtime, showing ultimately that these
can complement each other. Subsequently, based on an
exploration of the literature and the state of the art,
we present a comprehensive overview of existing and
promising approaches to enact data protection principles
at runtime.

This overview allows us to make a number of obser-
vations and conclusions: (i) no single approach provides
full coverage of the different data protection principles;
(ii) the first three principles (lawfulness, fairness, and
transparency, purpose limitation, and data minimization)
are covered most frequently; and (iii) the coverage of an
approach for one principle is frequently limited to a single
aspect (e.g., focus on consent for the lawfulness, fairness
and transparency principle).

As such, the presented overview provides pointers
to promising and more dynamic compliance engineering
approaches, that require further investigation and extension,
both from a legal perspective as from the perspective
of engineering complex adaptive systems that allow and
engage in significant non-trivial runtime decision-making.

The focus of this paper has been on the data protection
principles outlines in the European GDPR. However, given
the strong requirements it imposes and the inspiration it
provides for legislative initiatives in other countries, we
argue that the identified approaches to meet these principles
will also be applicable and relevant in the context of other
regulatory frameworks.
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