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Abstract—Frameworks such as the EU General Data Protection
Regulation (GDPR) call for Data Protection Impact Assessment
(DPIA), a systematic analysis of privacy risks at the basis of
a comprehensive and detailed characterization of the system.
This is often a cumbersome document-driven effort. The Data
Protection Modeling Framework (DPMF) supports the creation
of a comprehensive model-based description of all data processing
activities, involved stakeholders, and affected data subjects, and
implements a number of analysis steps essential for meeting
accountability requirements.

In this paper, we demonstrate and highlight the benefits of
using a single comprehensive DMPF data protection model
and, more specifically, we argue that these models constitute
sufficiently detailed and exhaustive views of the system to support:
(i) explicit documentation and framing of legal argumentations
(e.g., on the different processing purposes and compatibility
assessments), (ii) automated and semi-automated verification of
core data protection principles, and (iii) generation of appropriate
accountability documentation at different levels of detail and
customized for different stakeholders such as data subjects or
supervisory authorities.

The DPMF tool builds upon the Eclipse Modeling Framework
(EMF) and its models are specified in a Sirius Viewpoint
Specification. The VIATRA model query engine is used to
efficiently traverse and analyze the created models for verification
and document generation.

Index Terms—GDPR, data protection by design, privacy by
design, data protection impact assessment, modeling, tool support

I. INTRODUCTION

The EU General Data Protection Regulation (GDPR) [1] has
introduced the notion of Data Protection by Design (DPbD)
and, at the same time, refined a number of essential principles
to protect data subject’s fundamental rights, including privacy
and data protection, in the context of the processing of their
personal data. The implications of the GDPR go well beyond
merely introducing additional requirements in the design and
implementation of software systems. It imposes additional
constraints on the description of the processing operations and
creates the necessity to construct a number of legal arguments
well before starting any data processing operation.

One common approach to fulfil that obligation is to perform
a Data Protection Impact Assessment (DPIA), which in essence
involves creating a description of the data processing activities
upon which the evaluation of a number of core principles of
the Regulation can be conducted. In order for this activity to

reach a certain level of trustworthiness and yield its added
value, a systematic and detailed analysis of the data processing
activities in light of these principles must be performed.

To support such analysis activities, a number of different
tools and methodologies have been proposed, both in aca-
demic literature and practice, ranging from questionnaires and
checklists [2]–[7] to more structured modeling approaches [8],
[9]. There is, however, only limited support for a systematic
guidance of compliance assessment exercises.

Beyond these requirements, many different types of infor-
mation must be communicated to a wide range of stakeholders,
such as: (i) data subjects, (ii) national supervisory authorities,
(iii) joint controllers, and (iv) processors.

Since they are based on a single, cohesive model, model-
based approaches offer a clear benefit over template- or
checklist-based approaches in that they can serve as a basis for
assistance in these compliance assessments and can be used to
generate multiple information exports tailored to these different
types of stakeholders.

In this paper, we present and demonstrate the Data Protection
Modeling Framework (DPMF), a model-based approach and
corresponding modeling tool that provides support for (i) ex-
plicitly modeling legal reasonings including risk mitigations;
(ii) performing a number of automated and semi-automated
legal assessments; and (iii) exporting user-tailored documen-
tation on the data processing operations. We illustrate the
implementation of two concrete legal assessments in the current
prototype implementation of the DPMF tool.1

II. BACKGROUND AND MOTIVATION

In this section, we briefly discuss how the legal and
software engineering communities have tackled Data Protection
by Design (DPbD), before highlighting some of the gaps
inherent to those initiatives. We then outline the main tenets
of our approach towards a model-centric, technically- and
legally-sound description paradigm that allows systematically
addressing legal concerns at the software design stage.

A. A Legal Perspective on Data Protection by Design (DPbD)

Among the general principles enshrined in the GDPR [1],
Art. 5(2) entrusts controllers with the responsibility to ensure

1More information is available at: https://dpmf.distrinet-research.be/
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and demonstrate compliance with the various requirements
laid down in the text. More specifically, Art. 24(1) now
requires controllers to “implement appropriate technical and
organisational measures to ensure and demonstrate compliance
with the Regulation”, while Art. 25(1) compels them to do
so “both at the time of the determination of the means for
processing and at the time of the processing itself ”.

From a legal perspective, compliance with DPbD usually
takes the form of a DPIA. Such an exercise typically consists
in: (i) describing and mapping the data processing opera-
tions, (ii) identifying and documenting data protection risks,
(iii) implementing appropriate technical and organizational
countermeasures, and (iv) ensuring a degree of accountability
by documenting the assessment process [10]–[13].

Traditional DPIAs are no silver bullet [14]. They are usually
performed manually, which requires tremendous effort, can
lead to human errors, and incurs considerable overhead to keep
it up-to-date with constantly evolving systems.

B. A Software Engineering Perspective on DPbD

Several initiatives in the field of software engineering
have attempted to address data protection issues at the early
stages of the development life-cycle—during the elicitation of
requirements or the establishment of an initial software design.

In that sense, many authors have attempted to translate
data protection rules into actionable system requirements,
either by streamlining the elicitation of compliance require-
ments [15]–[18] or by deploying natural language processing
techniques [19]–[21]. Others have developed privacy goals
and strategies to assist software developers in implementing
appropriate countermeasures to reduce the impact of their
system on individuals’ rights and freedoms [22]–[25]. Finally,
some initiatives have extended and adapted risk analysis
methodologies to also encompass data protection consider-
ations [7], [11], [26], [27].

There are however, several limitations to these approaches,
attributable to several factors [28]: (1) software engineers, who
are tasked with the elicitation and implementation of technical
countermeasures, and lawyers, who are in charge of interpreting
and substantiating data protection rules, in practice operate
in a disconnect from each other; (2) no existing architectural
approach currently supports performing an exhaustive DPIA in
parallel with other design activities, and thus there is no support
to make explicit design trade-offs, driven by the outcome
and findings of a DPIA; and, (3) current privacy engineering
methods have limited support for architecture knowledge man-
agement (i.e. maintaining adequate documentation concerning
design decisions and their underlying rationale) and this is
crucial to meet accountability and demonstrability requirements.

C. A Lack of (Adequate) Tool Support

A fair share of the available guidance on DPIAs is still
limited to textual instructions, questionnaires, templates, and
checklists to be filled by the controllers [2]–[7], and these
suffer from the aforementioned limitations.
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Fig. 1. Legend of the DPM concepts provided by the DPMF.
The top left concepts (in yellow) support the modeling of the collection and
further processings. The top right concepts (in blue) model of the involved data
sets, data types, and data subject types. The center right (in green) concepts
represents the involved actors and the roles. Finally, the bottom row (in gray)
shows the concepts to model the six different types of lawful grounds, the
purposes, and the compatibility assessments.

While modeling approaches towards GDPR compliance [29]–
[31] and tool-support for DPIAs [32], [33] have already been
proposed in legal and software engineering literature, those
were mostly developed outside of the necessary framing of
interdisciplinary legal and software engineering research.

In this context, we have proposed DPMF, a modeling frame-
work that uses key legal abstractions that are typically absent
from technical system representations [34] and yet applies
techniques and tools adopted from model-driven software
engineering and software architecture—the outcome of truly
interdisciplinary efforts. The DPMF supports the creation of
an accurate description of the system, which in turn is a
key enabler towards the (partial) automation of the detection
and mitigation of various data protection issues, through:
(i) enforcing model constraints, (ii) support for performing
legal assessments on the models, and (iii) the extraction of
suitable documentation.

In this article, we present the Eclipse-based prototype
implementation of the DPMF designed to assist the modeler
when creating a system representation using the modeling
framework outlined above.

III. DPMF IMPLEMENTATION

This section first briefly discusses the main components
and implementation of the DPMF. Next, it explains the
implementation of the different checks and the generation
of accountability documentation, based upon queries over the
created data protection models.

A. Modeling

The DPMF is implemented as an Eclipse-based product. The
support for representing Data Protection Models (DPMs) and
the presented concepts (illustrated in Figure 1) is provided
by a meta-model [34], implemented in the Eclipse Modeling
Framework [35]. The meta-model enforces a number of
constraints such as the link between processing operations and
the roles that organizations have in them. To create the concrete
DPMs, graphical modeling support is implemented using
an Eclipse Sirius Viewpoint Specification. This specification
provides a high-level visualization which shows the different
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Fig. 2. Screenshot of the DPMF prototype and its main components.
This screenshot shows the four different panels of the DPMF tool. The left panel (in blue) allows users to manage different modeling projects, files, and
visualizations. The top center panel (in green) provides the graphical modeler which enables users to create graphical models of data processing operations.
The bottom center panel (in orange) provides the properties of any selected element in the graphical modeler to include additional information on the elements.
Finally, the right panel (in red) provides the analysis results of the DPMF on the created model in the center panel and, on a subpanel, provides a number of
export options to generate documentation from the model.

elements and their roles, and defers the lower-level details to
properties panes (see bottom Figure 2).

The next section discusses the implementation of a number
of legal assessments as VIATRA query patterns. These patterns
are used both in the different analyses (e.g., verification of
data protection principles such as purpose limitation) and
documentation generation activities (e.g., record of processing
activities). Because of the implementation as model queries,
any modifications to the model can efficiently be re-assessed
to verify that the identified issues are correctly resolved.

B. Overview of legal assessments and documentation exports

The DPMF implements the following twelve legal assess-
ments (two of which are illustrated in detail in Section III-C):
(1) lawfulness, (2) purpose compatibility, (3) data minimization,
(4) storage limitation, (5) processing special categories of
personal data, (6) processing personal data relating to criminal
convictions and offenses, (7) automated decision-making on
special categories of data, (8) joint controllers, (9) EU establish-
ment or EU representative, (10) prohibition to engage another

processor without controller approval, (11) controller-processor
agreement, (12) transfer to third countries.

Additionally, the following four documentation exports are
currently implemented:
Compatibility assessment table providing an overview of

every processing, the involved personal data, controller,
lawful ground, purpose, and compatibility.

Records of processing activities grouping for every organi-
zation, the other involved organizations, the purposes, the
categories of data subjects and personal data, the time
limits, and the processing activities.

Data subject information providing, for every category of
data subject, a summary of the relevant data collections,
purposes, and controllers.

DPIA report a docx export containing all the information
in the model that can serve as a template to be further
completed for a full-fledged DPIA.

C. Automating Legal Assessments

This section explains the implementation of automated assess-
ments as VIATRA model query patterns. The implementation



1 pattern representative(a:Actor) {
2 // actor must be controller or processor
3 Actor.actsAs(a,r);
4 LegalRole(r);
5 // actor is not established in EU
6 Actor.establishedInEU(a,false);
7 // don’t find representative
8 neg Actor.representedBy(a,_);
9 }

Snippet 1. VIATRA pattern for finding missing representatives.
This VIATRA pattern describes the different criteria for querying a DPM
to find all the actors that are not established in the EU and do not have a
representative.

of a legal assessment consists of two parts:
Identifying DPM elements. This involves identifying the

DPM elements that indicate a potential concern with
regard to a specific legal provision that requires a more
detailed assessment by a legal stakeholder.

Guiding the mitigation. This step involves guiding the user
to determine and instantiate appropriate modifications to
the DPM or the implemented organization measures to
ensure compliance with the Regulation.

The detection using the model query patterns in VIATRA
focuses entirely on the first part above, while any necessary
modifications to the model can be directly performed using
the graphical editor and via the model elements’ properties.

VIATRA uses the concepts presented in Figure 1 as
keywords, while properties are separated with a ‘.’ and
the parameters are placed between brackets. For example,
Actor.representedBy(actor1, representative1) is used to express
that actor1 is represented by representative1. Combined with
Representative.name(representative1,“TEST”), this allows us
to find all actor1’s that have a Representative with the specified
name “TEST”. The actor1 can thus be matched multiple
times, depending on how many actors are represented by a
representative with the name “TEST”.

Below, two examples of DPMF legal assessment patterns
are discussed in further detail to illustrate how the concrete
models are queried in the DPMF to identify any problematic
elements.

1) Representative for controllers or processors not estab-
lished in the EU: The assessment of representatives for
controllers or processors not established in the EU requires
the identification of all actors that are not established in the
EU and are acting in the legal role of a controller or processor.
The pattern shown in snippet 1 shows how to detect all actors
with a legal role (lines 3–4), no EU establishment (line 6), and
for which no representative can be found (line 8).

2) Find Incompatible Purposes: Another important assess-
ment involves ensuring that the specified purposes of further
processing operations are not incompatible with the lawful
ground and purpose specified for the collection. The pattern in
snippet 2 illustrates how models can be queried for processing
purposes incompatible with a collection’s lawful ground and
purpose (line 1–2) by checking for either the lack of a

1 pattern PurposeIncompatible(pp:ProcessingPurpose,
2 c:Collection) {
3 // Either don’t find any compatibility
4 neg find Compatibility(pp,c);
5 } or { // or find an explicit incompatibility
6 find Incompatibility(pp,c);
7 }
8 pattern Compatibility(pp:ProcessingPurpose,
9 c:Collection) {

10 // explicit compatibility
11 Collection.subjectTo(c,lg);
12 CompatibilityAssessment.processingpurpose(ca,pp);
13 CompatibilityAssessment.lawfulground(ca,lg);
14 CompatibilityAssessment.compatible(ca,true);
15 } or {
16 // or use the exact same purpose as the collection
17 Collection.subjectTo(c,lg);
18 LawfulGround.purpose(lg,pp);
19 }
20 pattern Incompatibility(pp:ProcessingPurpose,
21 c:Collection) {
22 // find explicit incompatibility
23 Collection.subjectTo(c,lg);
24 CompatibilityAssessment.processingpurpose(ca,pp);
25 CompatibilityAssessment.lawfulground(ca,lg);
26 CompatibilityAssessment.compatible(ca,false);
27 }

Snippet 2. VIATRA pattern for finding incompatibilities.
The above three VIATRA patterns describe the different criteria for detecting
incompatibilities between the processing purpose specified for the collection
(as part of the lawful ground) and the processing purpose of further processing
operations. These incompatibilities are retrieved either through a missing
compatibility assessment or through an explicit incompatibility assessment.

compatibility (line 4) or an explicit incompatibility (line 6).
Searching for compatibilities (line 8–9), to detect that they

are not present, involves finding either: (i) a collection with a
lawful ground (line 11) and a compatibility assessment with
the purpose (line 12), the lawful ground of the collection
(line 13), and a result that specifies they are compatible
(line 14); or (ii) the exact same processing purpose as used in
the lawful ground of the collection (line 17–18). Finding an
incompatibility involves the exact same steps as a compatibility
(lines 23–25), but with a negative assessment result (line 26).

IV. CONCLUSION

We present our tool implementation of the Data Protection
Modeling Framework (DPMF) which—currently in prototype
phase—allows the creation of comprehensive models of data
processing activities. The modeling support of the DPMF is
based upon a meta-model that draws upon in-depth knowledge
of the GDPR and is the result of interdisciplinary research.

We highlight the following DPMF demonstration scenarios:
(i) how it supports the creation of sound and complete models
through meta-model and model soundness constraints; (ii) how
the DPMF enables a structured, automated and semi-automated
verifications vis-à-vis the core principles of the GDPR; and
(iii) how the creation of a model representation of the data
processing operations enables the generation of accountability
documentation tailored to different stakeholders such as data
subjects, sub-processors, or supervisory authorities.



The DPMF as presented here is a cornerstone result in
our ongoing research towards closer aligning data protection
impact assessment (DPIA) activities and practical model-based
software engineering methodologies and techniques.
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